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Abstract—As society becomes increasingly interconnected,

the need for sophisticated signal processing and data analysis

techniques becomes increasingly apparent, particularly in the

field of Intelligent Transportation Systems (ITS) where various

sensing applications generate data at an exponential rate. In this

paper, we put a forward a compressive sensing-based system to

extract information from passing vehicle sounds sampled at sub-

Nyquist rates for Acoustic Vehicle Detection and Identification

(AVDI) applications. The obtained compressive measurements

are used to detect and identify passing vehicles. Initial evaluation

performed using data obtained from roads on a university

campus presents an accuracy of 86.2 % with a back-end ADC

sample rate of 3 kHz.

Index Terms—Intelligent Transportation Systems (ITS),

Acoustic Vehicle Detection, Compressive Sensing (CS), Feature

Extraction.

I. INTRODUCTION

The past years have seen a marked increase in the de-
velopment of Intelligent Transportation System (ITS) tech-
nologies. A growing number of novel applications such as
smart navigation, traffic monitoring, and road safety have
been accompanied by a corresponding improvement in overall
system performance and efficiency.

This increase in performance comes with an increase in
computational cost and complexity, requiring more data and
processing power than ever before. This is particularly appar-
ent in traffic monitoring applications, where the methods used
for the detection and identification of vehicles often come
with high computational and installation costs. In an effort
to mitigate this, low-cost, low-complexity vehicle detection
systems based on acoustic sensors have been proposed. Most
recently, the authors have presented a stereo microphone-
based vehicle detection and identification system in [1] and a
sound map-based sequential vehicle detection system in [2].

Despite the low installation costs associated with acous-
tic sensing, the subsequent analysis and leveraging of the
acquired data is often costly in terms of computational re-
quirements, reducing overall system efficiency and restricting
the deployment of such systems in power-critical applications.
Indeed, current Acoustic Vehicle Detection and Identification
(AVDI) systems usually contain a stage presenting relatively
high computational complexity: this occurs either prior to the
initial detection or classification stage like in [1] or [3] where
the use of successive DWTs or DFTs are used to analyze and
process the data, or during the classification stage itself where
complex supervised learning methods such as deep neural

networks (DNN) [4] or Multilayer Perceptrons (MLPs) [5]
are employed. The computational cost associated with these
stages somewhat mitigates the reduction in complexity en-
tailed by the use of acoustic sensing methods.

In this paper, we look to improve upon existing AVDI
methods by exploiting the nature of the signals under con-
sideration to sample them at sub-Nyquist rates, reducing the
amount of data and computational complexity involved at each
stage of the detection and identification processes. To achieve
this, we use a technique called compressive sensing (CS),
first presented in [6], that enables the reconstruction of sparse
or compressible signals from a reduced set of linear, non-
adaptive measurements.

We propose an acoustic sensing system taking advantage
of the dimensionality reduction properties of CS to acquire
vehicle signals at sub-Nyquist rates and uses them in con-
junction with a range of machine learning techniques for
use in AVDI applications; to the best of our knowledge,
our proposed system is the first of its kind. Our research
aims to lower the overall computational cost, complexity, and
power consumption when compared to existing setups whilst
maintaining high classification accuracy.

II. RELATED WORK

Vehicle detection and identification using features extracted
from vehicle audio in tandem with supervised learning has
been widely explored. Methods using Support Vector Ma-
chine (SVM) [7] classifiers, k-Nearest Neighbor (KNN) clas-
sifiers [8], Gaussian Mixture Models, and Hidden Markov
Models [9] along with the frequency domain information of
vehicle signals have been proposed. Whilst these systems
share a similar goal and basic approach, they differ in their
applications, performance and features.

A method for identifying passing vehicles based on the
frequency-domain shape of their sound signature is put for-
ward in [10]. The unique shape of each passing vehicle’s en-
velope enables the system to accurately distinguish individual
vehicles. However, this same uniqueness makes it impossible
for the system to identify the type (i.e. the class label) of a
passing vehicle.

In [5], a system capable of analyzing the acoustic signature
of vehicles independently of any changes in engine speed
is presented. By using wavelet packet analysis instead of
more traditional time or frequency domain-based techniques
and a MLP classifier, the system is able to extract engine
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speed-independent features from the sounds of passing ve-
hicles. Whilst this improves system accuracy performance
in a range of sensing environments, the computational and
hardware requirements entailed by the use of a neural network
make it difficult to deploy the system in low-power low-cost
situations.

The authors have, in previous works, proposed several
acoustic vehicle detection systems. SAVeD, the sequential
acoustic vehicle detector put forward in [2] works by fitting
S-curve models to points on a sound map using a random
sample consensus (RANSAC) estimation method. The ob-
tained system F-measure is 83 %. In [1], the authors designed
a stereo microphone-based system which identifies passing
vehicles based on frequency-domain features extracted from
their sound signature. By time-shifting and combining the
two signals to produce an emphasized sound signal, vehicle
type estimation accuracy is improved, particularly when faced
with simultaneously and successively passing vehicles. The
obtained system accuracy is 95 %. Whilst both the above
systems perform well when compared to existing microphone-
based detection methods, the computational cost associated
with the two methods is high and makes low-power, embedded
applications difficult.

The authors also propose in [11] an ultra low-power vehicle
detector (ULP-VD) capable of detecting passing vehicles with
minimal computational cost; this system however is only able
to detect the presence of a vehicle and must be used in
combination with other techniques to identify them.

Traditionally, digital signal processing techniques are per-
formed on a full set of samples acquired by sampling an
analog signal at the Nyquist rate. In [12] the concept of using
CS as a tool for signal processing on samples acquired at
sub-Nyquist sample rates is explored. The authors find that
it is possible to successfully perform a variety of processes
including filtering, detection and classification directly on
a reduced set of linear samples, without reconstructing the
signal beforehand.

In [13], it is shown that it is viable to use the linear
measurements as features in machine learning applications
with only minimal pre-processing: by carefully selecting the
sensing parameters, the authors demonstrate that it is possible
to obtain enough relevant signal information to perform fault
detection on industrial solenoids.

In [14] a license plate recognition system which uses an
SVM classifier to identify plate numbers by sub-sampling the
sparse, flattened 1-D representations of images obtained from
traffic monitoring cameras is put forward.

The above methods serve to illustrate the viability of using
CS measurement-based sensing systems for a wide variety of
applications, whilst simultaneously highlighting the flexibility
of acoustic detection methods.

III. PROPOSED SYSTEM

A. System Overview
Figure 1 shows the average sound signals obtained from

passing cars and scooters, and from periods without a passing
vehicle: we can see that the overwhelming majority of the
frequency content is contained below 6 kHz, and that the
different signal classes can be distinguished by the power

Fig. 1. Average audio signals for three vehicle classes

Fig. 2. Proposed system overview

contained in their respective frequency components from
3 kHz onwards. Rather than sample the signals at the Nyquist
rate, our proposed system uses a combination of filtering and
compressive sampling techniques to acquire the information
located in the 3–6 kHz frequency band directly at sub-Nyquist
rates. The system then detects and identifies passing vehicles
using features extracted from the samples acquired in this
manner.

The system can be seen in Figure 2 and is made up of three
stages: filtering, random demodulation, and classification. The
filtering stage consists of a single band-pass filter (BPF) oper-
ating over the 3–6 kHz band and removes unwanted frequency
content. The input signal is then combined with a random
chipping sequence before being sampled at a sub-Nyquist rate
in the random demodulation stage. Finally, in the classification
stage, features are extracted from the samples obtained in the
previous stage and are used as inputs to a classifier for vehicle
type detection and identification. The workings of these stages
are explained further in Sections III-C and IV-B.

It is important to stress that in our proposed system the
front-end band-pass and low-pass filtering and mixing are
performed in the analog domain, and that the sampling
operation, and thus the digitization of the signal, only occurs
at the end of the acquisition process.

B. Compressive Sensing
Traditionally, analog signals are acquired according to the

Shannon-Nyquist theorem: uniformly sampled at a rate at least



twice as high as the highest frequency present in the signal of
interest. Thus, a signal whose highest frequency component
is W/2Hz, has a minimum required rate of W Hz. However,
we are often only interested in a small part of the information
contained within a signal’s bandwidth, in which case sampling
at the Nyquist rate is inefficient. This is especially true
when dealing with signals that have a sparse representation
in a given domain (for example, significantly fewer relevant
frequency components in a signal than what is permitted by
its bandlimit). When dealing with this type of signal, rather
than acquiring a full set of samples at the Nyquist rate and
subsequently discarding unwanted information, we would like
to access the relevant information directly.

In our paper this targeted sampling is achieved using CS, a
method for efficiently acquiring sparse or compressible signals
(a signal can be called compressible if only a small amount
of its non-zero components have significant magnitude) first
put forward in [6] and [15].

The procedure is described as follows: a signal x 2 RN

of length Ts can be expressed as a combination of discrete
coefficients ↵ 2 CN and vectors  n which form the columns
of an orthonormal basis matrix  2 CN⇥N for a given time
window:

x(t) =
NX

n=1

↵n n(t) , t 2 [0, Ts) (1)

Where our coefficients are computed as ↵n =< x, n >.
x(t) is sparse in the domain defined by the matrix , which

in our case is a DFT matrix making x sparse in the frequency
domain. Given that  is known to us in advance, we are
interested in obtaining the information in the sparse coefficient
vector ↵. If we are able to obtain ↵, it is straightforward to
reconstruct x through the appropriate DFT transform.

We define y 2 RM as the set of linear measurements
obtained by performing a sequence of sampling operations
represented by � 2 RM⇥N , such that y = �x and crucially,
N > M (N and M are positive integers).

y = �x (2)

We also define the product of the measurement and basis
matrices as the sensing matrix ⇥ 2 CM⇥N = � .

From (1) and (2):

y = � ↵ (3)
= ⇥↵ (4)

CS establishes that if ⇥ satisfies the incoherence and RIP
(restricted isometry property) conditions outlined in [16], it
is possible to recover ↵, and thus x, from y with much
fewer samples than would be required in traditional Nyquist
sampling. The recovery process is typically performed using
l1 minimization.
⇥: CN ! CM can be considered as a dimensionality

reduction operator: it enables us to obtain a lower-dimension
representation of ↵, the sparse coefficient vector of interest.
If we wish to consider the compressive measurements as low-
dimensional representations, or features extracted from an

input signal, then certain conditions must be met. In particular,
we need to ensure that for any two distinct signals x1 and x2,
�x1 6= �x2 in both noiseless and noisy conditions (in the
presence of quantization noise for example). For this to be the
case our matrix � must again follow the set of restrictions
defined in [16].

C. Random Demodulator
Initial theoretical work on CS only considers discrete

signals, however our proposed system looks to obtain
continuous-time audio signals which have a sparse or com-
pressible representation in the frequency domain. In addition,
to fully benefit from the advantages of CS, we are constrained
to acquiring the signal of interest using exclusively analog
components. To that end, our system takes inspiration from
an architecture developed by Tropp et al. in [17] called
the Random Demodulator (RD), which allows for analog
signals to be used in CS applications and can be designed
using exclusively analog components. The intuition behind
the system is as follows: instead of sampling a continuous-
time input signal at the Nyquist rate, the RD modulates the
signal with a random chipping sequence, spreading the sparse
input signal across the entirety of the frequency spectrum.
This smeared signal is then low-passed before being sampled
at a sub-Nyquist rate, and the original signal is obtained from
these samples via a recovery algorithm.

Our analog signal described in (1) is combined with a
pseudo-random chipping sequence defined as:

PRS(t) =
W�1X

n=0

✏n(t) , t 2

n

W
,
n

W
+ 1

◆
(5)

✏n is a random sequence which switches between ±1 with
equal probability (Rademacher sequence) at or above x(t)’s
Nyquist rate.

The combined signal x(t).PRS(t) is passed through an
LPF h(t) and sampled at a rate R below the Nyquist rate W

with R < W to obtain linear compressive samples y[m]. In
the time domain, this corresponds to a multiplication followed
by a convolution:

y[m] =

Z 1

�1
x(⌧)PRS(⌧)h(t� ⌧)d⌧

����
t=mR

(6)

=
NX

n=1

↵n

Z 1

�1
 n(⌧)PRS(⌧)h(mR� ⌧)d⌧ (7)

From which we can obtain the expression for the sensing
matrix ⇥, where each entry is defined as ✓m,n for row m and
column n.

✓m,n =

Z 1

�1
 n(⌧)PRS(⌧)h(mR� ⌧)d⌧ (8)

The random demodulation process is represented by �. It
is shown in [17] that if  is a DFT matrix, then ⇥ satisfies
the RIP conditions as long as the amount of measurements
M follows:

M = O

✓
K log

W

S

◆
(9)



Fig. 3. Sorted coefficients ↵n (rescaled) for: (a) original input signals, and
(b) filtered input signals

Where S is the sparsity level of the input signal.
The RD in our proposed system is subject to two mod-

ifications. First, the presence of the BPF operating over
the 3–6 kHz band at its input, whose role is to remove
redundant sub-3 kHz information from the signals, improving
classification performance, and low-pass the signal to 6 kHz
reducing the signal’s bandwidth and lowering the required
chipping sequence frequency to 12 kHz.

Second, the absence of a reconstruction stage: we are not
looking to reconstruct x and will instead extract features
directly from y for use in classification, reducing the compu-
tational load of the system by bypassing the computationally
expensive reconstruction phase.

D. Signal Model
An important consideration in CS applications is the input

signal model. As previously mentioned, CS is applicable
when the signal to be acquired is sparse or compressible. In
reality, signals are only very rarely completely sparse, and
are much more often compressible or approximately sparse.
More formally, this means that the magnitude of their non-
zero coefficients decay following a power law distribution of
the type:

↵n = Cn
�p for n 2 {1;N} (10)

Where C and p are constants.
Figure 3 shows the coefficient distributions of (a) the

original input signals, and (b) the filtered input signals. The
original signals are compressible as their spectra are clearly
dominated by a relatively small amount S of high magnitude
coefficients. The filtered signals, due to the reduced size of
their bandlimit, do not present the same degree of com-
pressibility. This is due to the number of S high magnitude
components representing a higher proportion of the total
amount of components in these filtered signals. Whilst this is
a departure from the signal model defined in CS literature, we
are not in our case constrained by the usual recovery process
requirements on signal sparsity and compressibility, and so
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Fig. 4. Experimental setup

assume that the filtered input signal model is fit for purpose
in subsequent analysis.

IV. EVALUATION

An initial software-based evaluation of our proposed system
is performed using audio data collected from the roads on a
university campus.

A. Data Acquisition

The data acquisition setup can be seen in Figure 4. Two
AZDEN SGM-990s microphones set to “cardioid” pickup
pattern recording at a sample rate of 48 kHz and bit depth
of 16 bits are installed at the side of a two-lane two-way road
at a height of 1m from the ground, parallel to the road and
connected to a SONY HDR-MV1 video camera. The micro-
phones record the sound of passing vehicles for a duration
of 20 minutes and the video camera records the ground truth
video footage. The intra-microphone distance is 50 cm, the
distance between the microphones and the center of the front
lane is 3 m, and the distance between the microphones and
the center of the back lane is 6 m. The signals at the two
microphones are averaged to obtain a single-channel mono
signal for use in subsequent analysis. Vehicle sounds were
recorded on two separate occasions under the same conditions,
with one set of data being used as a training set, and the other
as a testing set. Classification was performed for 3 classes:
cars, scooters/motorbikes, and no passing vehicle; referred to
as: “Car”, “Scooter”, and “NoVeh” respectively. During this
initial evaluation, we are only looking to perform classification
on individual, non-overlapping vehicle sounds.

We set the time at which a vehicle passes in front of
the mid-point between the microphones is tp, and define the
range Tr =

⇥
tp � Ts

2 ; tp +
Ts
2

⇤
where Ts = 2s. From the tp

information obtained from the ground truth data, we extract
the “Car” and “Scooter” signals whose Tr do not overlap with
that of preceding or following vehicles. We obtain 40 “Car”
and 57 “Scooter” signals from the first set, and 52 “Car” and
50 “Scooter” signals for the second set. Splitting the parts of
the signal who do not correspond to the Tr of any vehicle
into sections of length Ts gives us 115 “NoVeh” signals for
the first set and 112 for the second for a total of 212 and
214 signals across the three classes under consideration for
the first and second sets respectively.



Fig. 5. System software implementation overview

TABLE I
SYSTEM PARAMETERS.

W R B Ts N K M

48 kHz 3 kHz 12 bits 2s 96000 24000 6000

B. System Simulation

1) Overview: We described in Section III-A the real-world
analog implementation of the system. In this section, we
perform an initial evaluation of the system by simulating
its operation using a software-based digital-domain represen-
tation. Figure 5 shows the software implementation of the
system proposed in Figure 2.
x[n] 2 RN is a discrete version of the analog input signal

x(t) sampled at 48 kHz. The input signal is decimated by
a factor of 4, bringing the Nyquist rate down to 12 kHz
and high-pass filtered at 3 kHz through a Type II Chebyshev
filter. The resulting signal x[k] 2 RK is shown in Figure 6
for each average vehicle type. PRS[k] 2 RK is a vector
containing an equiprobable random distribution from the set
{�1.1}. The pre-ADC LPF is a 2nd order Butterworth filter
and the measurements y[m] 2 RM are obtained by uniformly
sampling and quantizing every N

R
th entry from the combined

x[k].PRS[k] signal at rate R = 12kHz

4 and bit-depth B.
Compared to the experimental sample rate of 48 kHz, the
reduction in sampling rate is ( 48kHz

12kHz
)( 12kHz

3kHz
) = N

M
= 16.

This simultaneous filtering operation has the effect of
further sparsifying the input signal by suppressing unwanted
information contained in the signals’ lower frequency range,
whilst also performing anti-aliasing by attenuating the fre-
quencies above the signal’s Nyquist frequency of 6 kHz. As
a result, in the unattenuated 3-6 kHz band, the frequency
information of each different signal class is clearly distinct.

Figure 7 shows the linear samples y[m] and their frequency
domain representations. The action of the proposed system
causes a distinct separation between the signal types, observ-
able in both the frequency-domain representation of the y[m]
samples, as well as the y[m] samples themselves.

2) Feature Extraction: We perform classification on a set
of features extracted from the y[m] measurements. Selecting
a reduced set of relevant features for classification improves
system performance by removing redundant information, mit-
igating the effects of overfitting, and reducing the system’s
computational cost.

Fig. 6. Filtered average audio signals for three vehicle classes

Fig. 7. Linear measurements of average audio signals for three vehicle classes

The 9 following features are extracted from y[m]: mean,
standard deviation, median, absolute max value, peak-to-peak
range, interquartile range, percentage of data in 1st standard
deviation, percentage of data between 2nd & 1st standard
deviation, percentage of data between 3rd & 2nd standard
deviation

Prior to classification, the extracted feature data is randomly
undersampled to obtain classes with equal amounts of entries.

C. Classification Results
A random forest classifier, chosen for its outlier robustness

and low pre-processing requirements (no rescaling of input
data), is trained on the first dataset and tested on the second.
Results are averaged over 100 runs to obtain an average sys-
tem accuracy of 86.2 %. In this initial evaluation, the detection
and identification processes are performed simultaneously:
for an unknown signal of length Ts, our system determines
whether or not a vehicle is passing, and if so, its type.

Figure 8 shows that system identifies “Scooter” signals
with high accuracy, but is less effective at identifying “Car”
and “NoVeh” signals. We can see on Figure 1 that over
the 3–6kHz band the signal power of “Scooter” signals is



Fig. 8. System confusion matrix

higher than that of the other two, which translates to higher
amplitude and crucially, higher variance in the corresponding
linear samples. These y[m] differences combined with the
choice of feature set contribute to the model’s bias towards
the “Scooter” class. Additionally, the balanced datasets used
during the classification process are relatively small in size;
repeating the experiment with more data could help the system
differentiate between the two classes, as well as giving us
more certainty regarding its accuracy performance.

V. DISCUSSION

We gauge the performance of our system by comparing
it to those offering similar functionality. The system in [2]
shows a vehicle detection accuracy of 71 %, obtained by
comparing the signals obtained at both microphones of the
stereo pair. For a Ts = 2s time interval, sampling at 48 kHz
results in N = 192000 points. This process is followed
by the use of RANSAC, an optimization algorithm whose
complexity increases which each successive iteration. The
system in [1] also initially obtains N = 192000 points on
which are performed the subsequent detection and identifi-
cation processes through a succession of overlapping 4096-
point FFTs. Obtained accuracy is 95 %. Initial results show a
proposed system accuracy of 86.2 % with N = 6000 points
processed over the same Ts interval. Operations are limited
to simple mathematical processes for feature extraction, with
detection and identification being done using random forest
classification. This comparably high accuracy score, coupled
with a significant reduction in computational requirements
serves to highlight the viability of our proposed system in
AVDI applications.

VI. CONCLUSION

This paper serves as an initial evaluation of a compres-
sive measurement-based method for detecting and identifying
vehicles based on their sound signature. We sought to im-
prove upon existing AVDI methods by exploiting the nature
of the signals under consideration to sample them at sub-
Nyquist rates, reducing the amount of data and computational
complexity involved at each stage of the detection and iden-
tification process. To this end, we designed and created a

CS-based system with a pre-processing stage consisting only
of successive filtering and mixing, and that performs clas-
sification on easy-to-extract features using a simple machine
learning classifier. A software implementation of the proposed
system capable of classifying different vehicle sounds with an
accuracy of 86.2 % and a back-end ADC sample rate of 3 kHz.
The proposed system shows an accuracy comparable to that of
existing systems (71 % and 95 % in [2] and [1] respectively)
whilst minimizing computational requirements. Future work
includes fine-tuning the existing system, in particular remov-
ing the bias towards the “Scooter” class, adding additional
functionality to the system, such as a separate vehicle presence
detection or a steady-state noise reduction stage, and finally
working towards a hardware implementation of the system.
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