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1. ELHIC

PER, <o = 7BFEITERR E LTz PC & Win-
dows OS ZH#EFH L= DTH 7. Lo L Windows OS
HIEDEF 2V F 4B ERTVFIANRAY 7 FDEKIC
XD, Windows OS ZiH - 7= RWEDHSEIZE . ZDH
B, CIBIETIEA YR =%y MBS REHI X 7%
Wi-Fi L— & 2\ o 7z 10T #8505, #icin FERENR
L THEHINTWS. Zscalar D3EfE L 7= 2023 F£E DA
FTIZEZ, ToT #EERE2XNHE Lz~ Yy = 7IREDOHEL
W&, 2022 FEEE L IR LT 400% 4 EIEMLTW3 [1]. ToT
BaDLF 2 ) 74 XRICEH L TIEHEOENEEDS
W, PIHAREDE X TOMHEFEOHED» S, WEHIZY 5
TIRFOWENR L 15TV 5.
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U 7= iSRRI AR ORI DI AIRE L 12 2 72D TH 3.

IoT v Vv = 7 OHAEZHERET2FRE LT, LUz
TOFENERTHS. vy 7 DGHEE, FVIF
DINVT 27 e F VI FND—EHEHE L TER I Nz~
ANDLT7%, 1DOINV 7 77IV=—LTIN="
ftL, IR ROSA T =27 BEDITN—T BT 2 0%
TETZ2HOTH2. BEFEZHCTIALY = 70 %
T2k, BREIPOANY Y —XZHELLRVE
W gENEBHIN TV [3].

GFREEE WLy 2 7 EFED 122 LT, <L
v = 7 2t L CNN (Convolutional Neural Network)
ER—RE LEETAVTHET 2FEPERS TV S [3).
L2 L, CNN R—XOHEGZFEFEE, EHRIZ/ 4 X%
BN 2z TR EZL I ZRIITHEEEZRF-TED,
B SD PRI N TV S, BEErA XS
LEAMEINKE LT, /4 XBMA-EREIHT— &
WD AN EZ 8IS 2 FENEZ 6N LD, /A X%
M2 7zE Gz T— XD An s e, JlifT— 2ok
B3 5. I — 2B oEms, FEERSSY
Rl e Wo 722 a X P DERITORNS.

FEaX PRI 2HELRIRT 2 7-D120%, 3l
F—ROBEERBEE L LT, &7 4 X DI
T — RIZBT AR R EYNCIRE T B N ENR D B, A
FICB DML 2 1%, & 4 XN EFEEEA LI
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Algorithm 1 /L7 = 734 F 1) OHE{E{b

function CREATE_IMAGE(binary)

s y/sizeof (binary)

imagels][s] < 0

for y=0tos—1do
forx =0tos—1do
image(y|[x] < binaryly X s + 7]
end for
end for
return image
end function

1. w2 7DI L — A7 — )LHE{G

5. AWFROEBNE, AT — X DRECE HIN X 8312
B ERERTZ2I21C&D, sFEERCEERM
Wo 2B aR VR LETFEERLEEATHS.
AROBRIILLTOED TH 5. %3, 8§ 2 HICTAR
PHET 2 ETRE L RE<ILY 2 7 R ETIEO JFH
WKOWTHAT 2. 63 HTlI~uy = 7§ Ed DB
A LB S 2 BEMR R R L, 5 4 BT — &8
e B 2R L OIR R 2 FiHS 5. 55 5 HiCEER
HFHli 21TV, RRICE6HICTELH T 5.

2. YLD TEGDEFE

AEITIE, AEOHEZINT 27DD<NL Y = 7 HIGD
HFHRICOVWTIRRS.

2.1 TILITT7NAF)OEEIL

R 2T AL FYDEBLT LY X A% Algo-
rithm 1 \RT. vV = 7EIGGEFETE, vy
TRITWAANAL FVD IS b2 1YL LT L —
A —VEGIZER L, 77 AP A WG T—HoR
EPELEZEAFEEHBRE T2, ZORMIZED, N4 F
) ORGSR RN AR — 2 LTRET % 2 e AA[HEIC
7%%. 10T VY = 7E AN F V2T L —R T =)L
HRIZZEH L 7202 112”3, 22T Algorithm 1 T
X, VU 27 T IR DY A XDOEGPERI NS D,
CNN EANY A X e—F 208 D578, VA X
2179,
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. e .
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2.2 FEHHCSEETIL
ZHXNEBICT LTI, VGG19 R ¥ & \Wwo 7287
DEFHFET —F 77 F v 2L, CNN % VR
HEDEZITS. CNN IZERDRATHL 8 — > fbid
ZHBIMEETE 2/ EE2FEL, vy 707 73
fFicAonstrya VEESPa— ROHOEWCE DA
C2H{% EOREERZIZDIHELTWS., 207 Fa—
F1X, BEFETSE [3,4] ICBW T EMSERE XA T3,

X SICHGEEE T NVICERIFEEADEAE W
T7A4AYFa—=VIRT5ZLT, ETAELY LT
HRDERZ A ICHEISXEE e ETHS. 207
B, BohFEF—RICBWTYH, BREEOREIZ X
DIEE DN EPHFTE 3.

2.3 YLz 7ERAEFEDRE

<Y = 7T EBRSEFRCEHREDFEET L. HE0 1
DL LT, BMAZHESCHEINZ , 4 XOBINZ X > TH
FMRENR TS 2 U 27 %IT o 5.

HEFEHI1T, <Y 2 TIEICBT <Ly = 7 IER
PHWEREY LT, kI ar2HWE/ 4 X0BN
KXo TRDPEIREL, /4 XEDOWINC X - TR
BARMT 2 2L 2SI LT 5. ks a vl
ZHWE A XM GOMEZE 2 1TRT. BRI a Yy
X, BTOT—XB0TH2LI7>arDdIeThHD,
Algorithm 1 ZH\WT 2L — 27 — LERICEHT 3 &,
EomwEsEmT 2. RoBEBOMMB 7B T2 /7 4
A LTl E, BB RELTVWEEEZILNS.

INAPR S 11X Windows <L = 72 U CHOR Y728 »
FRIATZZLICKDIHBEITY, BOBENRET S Z
EERFALPICL: (6] ZOFER, FEIT7 7 4 LOKRE
RSB R 5. 2 7 WHIPCRON AR ) 4 ZEBINT 5D T
b, WS ETLE WS Windows VY = 7 548
DOMEFGHEZH 52 L7z,

Gu 5% Android V7 =2 7K L TAY X—E75 %
R<tryarveigue, FEO 1L LVEEET S
One-Pixel Attack [7] Zi#fH3 % Z £ T, Android ¥V vV =
T HEG B TR ENIRET 2 2R L 8. Th
WKE DD TNER ) A ZXDBMTHH->TD, w7 =7
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(a) ZZRETEEEHHAR z-order
& 3: Reilly FIETHERS NLBOSHIH > 7o Gk [10]
BUEAD:ED)

(b) 4 F 7By R

BERDERODENREEICRELRYEELER 5 T LHRE
.

SCHR [5,6,8] & D, BBRETEHONR 2 4 X DB
ANDXREFSLPICT B Z 1%, v v = 7EBIEFIE
DB A B 2 BERARFETDH 5.

3. BEARE

3.1 T—2ty FEMICLZBENEMLE

Marastoni H&~/V v = 7 HRSFEFIED LA E N B
BXUEGLINZLY = TADMMER 8 2720,
7= RPLR R R TER T A FIEEREL TV [9).
CORETIE, LT 27 DAL F Y a— Fo—ERc T
{LZEAT 22 TT—REEPLTWS., 51, #A
RL7=F—&E v T CNN % Bi-LSTM & ¥ OFE¥E
EFAEIL, KR~ LY 27 57—ty ML T
R REXE2 28T, #98.5% OEWKEEZER L 7.
Reilly &1% GAN (Generative Adversarial Networks) %
FWT, BONY > IR L, T — 28NS 5
Tk BENOM EERRE LR (10l ZOFETIE,
ZERFIEEAR z-order N4 PRy MKk o TEBE R
o=y = TERE AW SEEENRE L TNWS. 2D
FIRI X o TAERINTZHONY > TLE2K 317RF. JT
DEFNTIE PGD WEBIZ X 2T NVDIEMERBK 95%
M HHA45% IR RT3t L, #odtiy > 7Lz Al
T RIMA T NTIE, HBEHROIEMEIKIEIZHIE
L, BEXZ 0% EZHRT 222 2R L7

SCHR [9,10] OFZETIR, <A Y = 7 EESETECS
B EEME ERHI Y LT, #atbiEs T — X RO
P INEAT — ZIBMNT 5 2 8 TETVOREN
mEXETWS. L2L, TNOHDOWETIX 4 X &
T =R &7 — 2GBTS 2 2 o0FEEERRLTY
2H5DTHYH, /AR eE&LT — 2% OREIIFIHW
BZNEPE VSIS LT, #amsfrbhTtuizn.
Zhusxt LA, T — 2181 2 Bl e i pktb %
HOICT 2 2 L THEZ RS 2. 1ERDIFZETIREE
NHb T WA T — & ORERLLL 2 AR 22 T Uil ]
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BEr L, EFLOILIEEE L BRI IED NS > 2 % I
T2 BERTS.

3.2 JAXEH - REICLZIBEERLE

Li 5%, w7 = 70BN > I D
M2t s 272912, Ny ¥ aZ#ir DAE (Denoising
Autoencoder) Z#HA A DYz HashTran-DNN 7 L — A
= ERBELR [11]. ZOFETE, v Av=7H T
My T 2B EEA L, D% DAE ZHWT/ 4 X
ERETZ LT, DEETNVOREN,EHE EXETWS.
FERFERD S, IREFIEDEB OB R FIEICH LT
BTH 2RI

ZOWETIX, HED /A ARPWRFIHEIIH T 28H] -
REBEEPEAT R Z LT, w7 7 EETFILDOERE
HEHEDTWS., LrL, /45T 2 EHOBRA -
PREMMEEZEMT 5 2 21E, AT LA0EMHERHEE a
L DADRERINS.

ZATH L, AIFETIE, T —&I1C 4 XBMHE5L
FEBEMZ 2 22T, DEETNVOEFEE M X2
FHERERTS. RS, /A X2E80TF—XR@FDT—
X DGR T — 2RO 21T 2 22T, Y
a2+ OHKEED R VEREM ) F R RT3,

3.3 ETIBEEEICLZEBEFMEMLE

Ravi 5%, vV = 7O EEZ M X 2572012,
FEMHEEHAAAL CNN EFALEREL TV [12].
COFETIE, v = T EGHOEELEBICHER Y
T3ZrT, THERECREEOR EZ2R->Tws. FER
WED, BEFEMERD CNN 7L LT, o
BN 3 B ED L3 % 2 e aRE .

Shao &1, ¥V Y = 7EGEET NV ORREZ M L
XHDZ7DIT, FEKRESRY P72 Ty FER
Bz HAGDELFELZIERELTVS (13, ZOFET
&, T ROUIERRERE © ERT RS HAGbE S

HHEHT 2 22 HMNE LTWS. EBuc kb, B
FIEMERD CNN EFL L LB LT, 28R & B
DWETENTNS Z LRI N,

IS DOMFETIE, <Y = 7 EBRTOEELERICHE
REYTH-DICEEEBEZEALTED, E7/U#ED
BHLLT03. ZHUC XD, HHERBESCEEEDm B
WEENTVWE =T, BT I7ERD, RFTX—
ZERHAEPSEMT 270, ¥HaXFdERKTI 0
S REND B .

IR L, KFETREFAMEZEEHE S, JIF
F— X ORI ERELLT 3 WS FEERHALTWS.
IOk, FERBLREZENTS %L, ¥EHaX}b
DR EEDLRVEENFM EE2EBEL TWEHT, 7L
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B 4: MERRELICED < AR 7 — R AR OB

DB OER

HMEDEHEY 3B 270 —FTdhH 5.

4. RT—2EHICE T Z3BALLRELD
IS
AWHETIE, SHREERALLOD, BOEREOT
WIS 2 B MET 2 205, 2 D0 HIYZ iz 3L
%% HINRGELC X > THER L 2 UKD RlfT — 2 ©
DEUREIERT 5 FRERET 5.

4.1 HEHLLOESE

ARWFETIFEI T — X DL 2 Bk L, 2RO
A LR R 2. REICIIEER Lo E Rz oW Tt
S 5. RSB T 2HLLELITD n ZITDFEH~R
FPLE LTERT 3.

Z? 1o =1

xr = (xl,l‘g,...7$n)7 { (1)

n IR T34 O THY, ~ Ly = 7 EIRSHE

szt 247823 ) 4 XOBEICS L TEEICRET
%, x ORBERIIMNIET 3 4 I T — 2 b
»REEERT.

4.2 BRLICED BT —2ERK

MR E D T — 2 A OBMELR 4 1TRF. 1#
pEic D G T — R BT, FIMERDIIB T — X
Ty MZEENZ BRI L, MGt IRy v 7
2115, ZOI0UE, T—Xty MERKIICHEG TS
A RXDEEERT. IRV ZOAEL LT, Bkt
o TIlRT =&z n HO IV —=T1F7 VX L7ET 5.
Bl Zx, Mz F/-85 /4 Xfe LT noiseA, noiseB
B 585, MRE x = (original, noiseA, noiseB) £\
S5INTRBENS. Z ZTHALED =z = (0.1,0.2,0.7) TDH

256, T —2 D 10%i2i& 7 4 X575 L (Original)
BoRY) V7, JIET— XD 20%I21E noiseA I RY ¥
7, AT — &2 D 70%I121% noiseB =7 XY 75 5.

ZDHINRY Y IFERIC LD - T, SRR s %
AR MATEGRZER L, Tzl -4k
352 T, AT —2DEREITS.
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4.3 NSGA-II (C& 38R LD REL

AWFFE T, PEEREEORKL & ERIKO T RIERE
Eok/Mbr w2 o0 B Rz 3Rt EH T2 2
5, ZHMNREFEEY L TRREEX 2. ZHNRE
(LR e 3 2 Fik e LT, NSGA-T [14] 2R L, #
RREE 2 LI R b X 2 5.

NSGA-T &, EEHE7 LT Y X 0% B—HYO R
M 5 Z HNORELREANILR L2 DTHE. 20D
TAIYXLATIEET, AR L TEEO BB O
EEFHMEL, JEELY — 2w FETHEERE S > 213
5. EESHY — bTIE, EROHNIZBW TR
Lo TOWRWEKE, ALY 707 L—Fr LTEed
3. ZOE2ICLT, fEEIZEMOEREICS L TEED
T ENRA. RiZ, AU T V2@ T A EKE L
DRHDIELOE R RTIRMEL AN T 2. RHEI K
WERLE, ok R TEREDREWETH D, HR
HFADILARICHET 5. 20k, HFELHY —MTLkBZ T
T ORER L IRMEE R B 212, RMEE F—F X 2 FER
210, XEROMERE AR T 5 720 OFERZ IR T 5.
ZOEIRTE, 7Y r/AEmWEKRIELESH, LTV
DEAFIRMEES K VEEREIIN S, AWZETIE, 1
REEE RS n RICDEBARZ ML DFEZRE NSGA-II I
B BEIIET, N2 bL%E NSGA-TIZBIT 2 EKkL §5.

MERLE D BOECIC AT & 72 2 0 JERE S D HUS R, SRR
HicE oW TR I T -2 TET L EZEE L
%, MEE7T— 2 L TFHEITY, IEL K aEI N
RoHlEGe LTHINT 2. M5 KERED TRIREEEIX,
HF—ZDFHNCB VTR > THE SN BRI LT
ETADTREL Y 7 ROEMKIBIEOMEE S L, 2D
FHfEE LTEHT 5.

4.4 REFEEDZEE
BEHERDEEICH->TIE, TFNSGATIZE-
THOLNZEZRITO L — MREBZINET 5. KICINE
L7z 8L — MRERICH L, EACE S WERa7 REH
T3, ZOBRRAAT RS ED o T ER REHERE L
THRATS. Ra708EHHEE L RIORTY.

Score = « - Accuracy — 3 - Confidence (2)

o, B ETEREORKILEEMRT 575, A9 iﬁ*ﬁﬁi@%
WHEEE D i/ Mz BT 2 012 & o THIEATRERZ Y, &
WHoE iy o HRBI 2 FISFICEMR T 2 758t e L, %ﬂ
ZH05IRET 5.

5. FHi

AIFFET AR T — X ORI 2 i b5 2 IRRTHEIC
X o TR S N7 Bl R O A I 2 35 5. &F
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#£ 1. SRV IZDOHNGR

77304 Bk #HE (%)
benign 354 3.16
Mirai 5444 48.55
Gafgyt 3779 33.70

Tsunami 266 2.37
Rootkit 279 2.49

Generica 770 6.87

Flooder 118 1.05
Dofloo 204 1.82

K2 LT —&Ey FOHER

FT=RXAT B 773V BHH OB
6| 805 161

TREE 115 23

FA M 230 46

flicldx s, /4 KBNS & 2 KEISHED R NR—Z 5
4 VHEEHFEBRE B— ) 4 B THBR I W0 E Zh
ZFHER LIS 5. ZOHBNR—2 54 VEIGRESE L &%
B ERE IR T 2. ZhuckD, T -2~/
4 B k2 MaEom Ly, JIfT —2~ofiEbxh
T-HEERED /4 AN X o TR S 2 RO G
ZRRAET 5.

FHECIE, RN R 28 2 2 4 BIMFIEEED
LRENDHSH. ZDD, FHliTIZZEL 7 > a > DB [5]
AT 3. B, GNU Binutils @ objcopy 2+
Y REFWT, ELF 7 7 A Mt 7 o a v iHns
5. k7> aYBMERCE, noload B XU readonly 7 7
IERBELTED, ETCn—Rrahy, EXAABIT
bW e 2HAELTWA. Zhuc kb, FEfTalaetz
MR L7z A RBIMFEEEH L TN 5.

51 RS T7T—2tvhk

ARFFETIX, Olsen 512X o TIRMALX N T RAAF =
IoT v Vv 77 —Xty b 15| ZFHLE. 207 —
Xty MEER T —FT727F v D 10T V7 = 70E
FNTVWE. 7T—FFT7F v Z L ICHBRFFEA K E S B
3728, AT 7 EESEEOERICBVTE, B—0
7—X70F xR HHTAILERD S. £ ZTiHMICE
WX, Intel 80386 7 — ¥ 7 7 F ¥ OMifKE MG L Lz
Intel80386 7 —* 727 F ¥ CBF B~ =27 773IV T
L OBRBONRER 1 1TRT. 7HNReT5~vL1y =
777 VX, BB ICEET 5 Mirai, Gafgyt,
Tsunami, Rootkit, Generica ® 5/ L, &7 3IUh»
57 YR M 230 BRI L. Zhickd, &7 73
Y DMREEBIFEL 725 X5 LI-EBRHO T -2ty
N EFIZHER L7z, EBRADOT—X 2y MBI 2/
BoNRER 2 17, filigo7—x1%, FEH 70%,
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K 3 R—R 74 VIEGIIHEER D nFANERE

Null Size | Accuracy Precision Recall Fl-score Confidence
0% 0.852 0.864 0.852 0.852 0.810
20% 0.647 0.747 0.647 0.620 0.905
40% 0.578 0.639 0.578 0.565 0.790
60% 0.530 0.612 0.530 0.545 0.838
80% 0.395 0.573 0.395 0.386 0.888

Average 0.600 0.687 0.600 0.594 0.846

7 A M 20%, MEEH 10%0EI&THEI L. BT
TAO¥ENZ, 7R MRIEER L 708 Eds O, MGEE
FHZ NSGA-TL iZ X 2 Bl bic v B v 72 2 S FEFE S L iy
FERAR D T RITE(S O BN W 2.

5.2 RN—ZFA VERDERDOIER

<Y = 7 EG AR OIERIZIE, Google Colab BibE
T TensorFlow B & Keras Wz, R—XEFILE
LT VGG 2L, 774V Fa—=0rF52LT
fERR L7z, =7 LOFIRRTIX, KRB E LT categori-
cal_crossentropy %, EiE{tFiEE LT Adam ZHAHL,
IRy 7L 30, Ny FHARE-8 e L. R=RXTF74 ¥
SHEBROIICIX, LT > a yEME N TORVER
DAEFHL, T —&2~AD /4 EMB I THRND
kT =&ty bTONEBER L.

TERLTeR—R 54 VEG e 7 A YT — 2%/
W L7z, D FEMRER R 31T, RITBIT S Accu-
racy (357 JEFEE, Precision 13E &3, Recall IXFHHE,
F1-Score 3 &% ¢ BHEFOFFMFERT. SHELIZ
X (3)~(6) THH L.

TP + TN
TP +FP +TN+FN

Accuracy =

TP
Precision = ————— 4
recision ( )

TP

l= ———
Reca TP T FN

Precision - Recall
Fl-score =2- Precision + Recall (6)

& 3T, Confidence [FF7EMRIKICB T 2 FHITERFEED
EEFERLTOWS., RIFFEICBI 2 5HE T L TIIRE
H T ENCIEMEILREE Y LT softmax B Z AL THD,
B IRAET AR 5. ESEREKICBIT ST
NEEEEX, TTADESTHELREY 7 RIInT %
softmax I DEEZIIST 5.

KERD &, SEITHYE 5] L ERRIC, BN 2282 a
VEDOEIMI X > THEBEIMETLTED. Fl-score I
0%D 0.852 205 80% D 0.395 F TR FL7z. X HITEMT
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T — 2 ~DBE s> 3 vEBMEE

Bty aVEME —e—ZTrsYaviENE =iy

B 5: 7 A ZEMEROEIE NS 2 R E O 2L

K 4 EBONGR & 72 2 0 D o FEMERE

Null Size | Accuracy Precision Recall Fl-score Confidence
0% 0.873 0.876 0.873 0.874 0.901
20% 0.773 0.808 0.773 0.766 0.944
40% 0.843 0.850 0.843 0.842 0.902
60% 0.830 0.849 0.830 0.829 0.883
80% 0.921 0.926 0.921 0.922 0.800

Average 0.848 0.862 0.848 0.847 0.886

328t 7> a YEDONINC X - T, Confidence 1ML T
BY, 0%TIX0.810 o725 DS, 80% Tk 0.888 £ 7o
TW3., ZAUX, EFTAN 4 XPBIENZEBIH L
THREWIEEZ Do TES L THIZLTVWE I Z/RLT
BH, BEENRIMLTHWEZ by s. FHEEZRS
&, Accuracy 1% 0.600, Fl-score (% 0.594, Confidence &
0.846 L WO MREICE ©F o T 2. BEFIROFMTIE,
Z D57 RN e BR YRV RE AL O il (b 0 B 3 1 % B4 S
5. Kz, 74 X2 BRI LTHLE LD HEREE
ZHEREL DD, BSEMIRICE) 2 THIREEE 2R MR
5 ZEDARENE S RMGELES 2 2T, RRTFHROAR
HrAS2ICT S,

5.3 H—/A XBTHERIN-EGRIEROIER

WALt DRl 7 7 a —F I BB LA RAD 3 —
H, BB 4 X@EHVS Z Ik 3% a X bkt
DOEMINFEE 5. L, H—D/ 4 XFETHEERIH
TGS T R EBEEEEH TR, TOHBE
A FICBWTHIRITH 5.

Z ZTAIMFETIE, R—2A 54 VERSEB ITER S
SHEERE LT, H— A4 XEZFIT — X8I U 7z Ef
DEBEPERLE. ERICBVTIE, 22k a v
Ko THEM L/ 4 ZBMEGROEE %, 0%, 10%, 20%,
30%, -, 100% & Z L X B0 DR E 2 LB L.
R 7o T FEdR 2B IR U 72

TERRDBRIZIE, N—2 T4 YEBRZHES e AEOET L
WE, KRB, FELFE, N =T X=ZEH»
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Jo. AFHEICBVWTIE, H—/ A X 328> ay
B, TO 0T A7 27D 7 7 4 ¥ A4 XD 80%ITFK
ELT.

B 5 ICFHiifERE /R T. 27 7 OIS — 2B
% 7 4 DEMEGROEIE, HMIa%EEETH 5.
FRTRENTWS L1, /A XBIEGHI#T — &
D 80%% 15 B EICHBWT, /2 4 EMETB X e
BOMIKIZH T 2 B E DO 716.713% e 2D, ®bE
WHREREE R L 2.

HEDEHD» S, RIFFETIEMBLEL%E (0.200, 0.000,
0.000, 0.000, 0.800) & L7-7¥HE#R%, H—/ 4 X THK
INTERD SR UTERAT 2. oMt TrER L
T RO FAMERE R R 4 1R T

KEeHDL, N=2F7 4 VHEGSHEE L R T22E s
¥ a VIBIMOMERZT 2R BV THmWaEEE
EHERFTETVWS. Ficgtr s a YED 0% D MRS
¥ LTIX Accuracy 4% 0.921, Fl-score 2% 0.922 & X— X
74 VHEHGAER,» S OWENA SN S, SFEHEICBWT
%, Accuracy 53 0.848, Fl-score 1% 0.847 & W d R—
274 VHEG R ER2ER Y 2o 7.

—F, Bt a BN 20%~60% o 2z D B
DX 7> a VBN T 2 3EMREEIER—2 T 1 VE§
SR EARREAEL TV 00, otk 80%
WHARIIREMNTH D, KEMR LD 80%D ) £ XD
I - TV B HEHFANPR SN 3. X512, Confidence 1
20%C 0.944, 40%7T 0.902 ¥ IEHIZE L FHHEIZB N T
b, N—2 74 VEBESER»SOEMBR N Th
ISR ANREE IR 2 2 S a VBN U CREI EER
Fib, BUEMRN—R T 4 VEGSFEIE LD HIEWATEENE
ZRLTWVWS,

Frody, H—/ 4 XETOIIMT — XEEIZE R
HRONEREEZED 2D DTH B0, HIRSFEIRDERE
HEETXE2HEICRZ EEZLNS. ZDD, B
J A ZRBORKIL R FREL L, N—RA T4 VBRI HD
BREEOR T EE 00, SHEEELN XT3 Z e
FNh5.

5.4 1Bt REL

AHFZETIE NSGA-TT 2/ U TR LL o Radifb 2175 .
NSGA-I I & 3 Fl b DBICIE DEAP 54 75V Z2{EH
L7258 % 1T o 72, BIE L7 NSGA-II D85 X —Xi%, #
K%L 32, B, RXHEH 1.0, BAREEK02 ¥ L.
BATIEIRERILD 5 KTFEH~R T b e Lz, ZhidZEt
72 avDBMENRL S AFED ) 4 XEMNEfGE 22t 7
¥ a YEBML TORVEROMKRIL R Rt 3 2728 T
H5.

P 381 2R O RGEE T, 28k 2> a OBl
BEZ( S ATED /) 4 203 23 Hi %175 . Bik
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Accuracy Confidence

1 2 z3 T4 Ts5

0.12 0.16 0.25 0.30 0.17 0.849 0.776
0.18 0.16 0.23 0.24 0.19 0.816 0.792
0.15 0.14 0.32 0.24 0.15 0.800 0.777
0.33 0.10 0.26 0.13 0.19 0.793 0.775
0.34 0.13 0.05 0.36 0.12 0.805 0.787
0.18 0.11 0.23 0.30 0.18 0.790 0.785
0.35 0.00 0.25 0.36 0.04 0.809 0.805
0.21 0.54 0.07 0.14 0.03 0.812 0.809
0.06 0.15 0.33 0.10 0.35 0.730 0.731
0.30 0.32 0.29 0.08 0.02 0.734 0.736

BIiE, JED IoT YU =27 AL F VDT 74P A X
W LT > a D 3EIE%Z 20%, 40%, 60%,
BOR%ELFEL, TNZNATEEHD ) A XMELERT 5.
HTIZ, 27> ay2BIMLBRVITO7 7 A LHE
», MElttoR#ELZITV, ZOEMEZFHES 5.

UEDRI XA =2 BIPELRTFOFREL L 6 HORITT
Nl — MEZINE L. INE LTS — MRIZIIEADT
TRV IREML, BN I0EKREEELR. NEL
NU— MEDSGEB KT EAL 10 R0 L — MED 5T
ZE 6 1R F. X518, BN 10 RO L — M EOHERK
b, 220D Accuracy 3B X Of Confidence % [EJIHIZ
BT AERER 5 ITRT.

K% 2% ¥, Accuracy & Confidence D fEIZIZIEDIHEE
BEAR LNz, UL, HERERR LT3 #M
TEBREROTRHHEEELZIHIT 222 L —F4 70D
BfRICHZ 2R LTV, B, BEADIFI U
I ERATo KR, LA OMEKIX Accuracy A3 0.8 T2,
Confidence 25 0.75 205 0.8 DFEBICEFH L TWVWB Z A3
Hoht.

KreHse, REVWIERBEZRLULMEKE, &EHR
DERA 0.1 225 0.3 2o TED, WIFh IR
228 RVETH o7z TD KD REMEMO EAEAR
WHHBLTED, $RTO%ET > 3 VIBINEIE ZH#E
CEDTMERD, SRR LICH S L Tv 2 RREEE R
LTW3., X512, 287> aryEh 40%8 X0 60%D
HERBIDOTLICEDICHEINEELS L2 /RS
Nz, Zhucky, HREED £ XS 258 558
DOREWE FICEMTHI e EZ NS, —J5T, 22
X7 a vED 20%E LU 0% DI LLR I E WL,
Accuracy 8 & U Confidence 232 HIIETFLTE D, i
R ERES L 2 5 | 2 Z TR[EEZ R L TV 3.

HEXY, Mlttom#Etick->T, 287> a viBIMN
DIRED TR 2 BRI % FIFRE O LR TRl T — 212
mb A5 Zed, BEEDOHLICAENTH S Z AL
heizolz.
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& 6: w7 HE AR D 7R ERE

Null Size | Accuracy Precision Recall Fl-score Confidence
0% 0.862 0.864 0.862 0.852 0.811
20% 0.867 0.871 0.867 0.854 0.848
40% 0.870 0.880 0.870 0.867 0.839
60% 0.887 0.897 0.887 0.886 0.803
80% 0.870 0.881 0.870 0.868 0.812

Average 0.871 0.879 0.867 0.866 0.823

5.5 REFEMLLTORERIER

RAANCERE XN REFHERIL T VT (SR
ROBER R EZAER L7z, BB OB FEA D75 FE
TERERR 6 ISR T. RER S &, REMIKOMEG57 R
ERN—R T A VEBGEBRBE L OCHE— 4 XFETHEER SR
TGS L LT, SEREOUEN RN, 2
UIETOZREEL I Y a VEBMETREL TEWEREZRL
TED, FcdEt s> a Y ED 60%T 0.887, 40%T 0.870
Lo TW5S. ZAUT KD H— 4 TR E -5
DERICEART, HRENRZREEE 7 2 a Y EADONIESIA
ELTEY, #WglttoREICE DT —ZDNT R
PWE SN REEZONS.

MEBKOTFHMEEICER T 2 8, BB E
231X F15 Confidence 23 0.823 i 1K <, 0% T 0.811,
60% T 0.803, 80%T 0.812 & ¥, MREVWZEL Y > a Y &ET
Confidence Z#Ifi| LTHB D, BH—/ 4 X THK I N7 H
B ¢ L U TR BHRICIBE R E 2 R 2 e 2 <
THORED E YN KM L TWD. 2D KDIT, il
MR FEAIIEE 2 TR PHIHREEOBA» 5 bR D
BEEOEWIEHETH D, WG & 2 B4R
LOBEMEEZRLTVS.

6. BBHOHIC

AT, RO T — XTI EIFAET 2 HR
ADJ A ZBIMIX LT, 2R & 3R 0 ERKOFHlE
BEORELIC X 2 ERTFELZIEREL, 2R
ZRET LT,

REFEOEMEERIET 272012, R—R 54 V58
&, H— 4 X TR S N0 fEeR, BB o Gy
MR —HEOSHEREER L, 2hrhonfEkiEr it
B 7.

FHA ORER, A4 ZBIEROFRSFEC & 2 5 fEERED
BERICHRLT, J7T—2~N L XZ2BMTSZ2I12&D,
NIEREEENET e TER. X512, malfk L7
BT & o THRRRE NG T — & 2 - TER S e o
FBTX, AOERIKCB 2 THEEEZHE— ) 4 XiE
TR SN ER e B L THIT 2 Z e A T&ER 2
D7z, AT — X O DR EHRAD /4 L8
AMzxt3 2 BRAEm FICHEBNS 2 Z e L e o T,
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